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Abstract 

The Discrete Element Method (DEM) can account for microcracks initiations and 

propagations within the microstructure and their impact on the macroscopic properties of 

ceramics. Combing the DEM with the Periodic Homogenization (PH) allows working with a 

limited number of elements, thus facilitating the multiscale transition of the elastic properties 

of ceramics: from the microscale (inclusion/pores scale) to the macroscopic elastic behavior of 

such continuum media. However, the PH approach for a continuum media is currently less 

developed in DEM than the FEM. Hence, this study aims to consolidate a DEM framework, 

using a bonded-particle model and PH to improve the prediction of the elastic properties (Cij 

tensor) of ceramics.  

Here, a face-centered cubic unit cell is combining with periodic boundary conditions to build 

a 3D representative volume element in DEM to model the macroscopic elastic properties of 

model materials and is validated by experimental data, analytical and FEM approaches.  
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1 Introduction 

The prediction of elastic behavior of heterogeneous and multiphase materials, such as 

concretes, rocks, and ceramics, is complicated due to their complex microstructures, which will 

influence the apparent behavior of these types of composite materials. A preliminary step for 

predicting such materials' behavior is understanding their microstructures, their constitutive 

elements, and their interactions. By knowing the properties of the constitutive elements, it is 

possible to use analytical formulas, such as Hashin and Shtrikman (HS) method [1] [2], or 

numerical methods, such as Finite Element Method (FEM) simulations, to predict the apparent 

behavior of the multiphase and porous materials [3] [4].  

However, in the case of heterogeneous brittle materials, which could be damaged, due to 

external mechanical loads or to internal stresses caused by thermal loading, an extensive 

microcrack network may appear and could have a significant impact on the apparent elastic 

properties. In such a quite common case, the HS formulas will thus have a noticeable 

disagreement with the experimental data [5] [6]. On the other hand, due to a very high number 

of discontinuities, it could be challenging to anticipate the correct value for the elastic 

parameters of the material by using FEM simulations because such a method has some 

difficulties dealing with discontinuities [7].  

In this context, the Discrete Element Method (DEM) is an adequate alternative numerical 

method as it can simultaneously manage many cracks initiation and propagation (contacts 

debonding). At the very beginning, the DEM method was, in fact, introduced to reproduce the 

mechanical behavior of intact rocks accounting for their complex microstructure in 1971 [8]. 

Later on, DEM has been developed further and became more practical for simulating the 

fracturing mechanism and crack propagation, especially for brittle materials [9] [10] [11] [12]. 

In this way, different bonded particle models [13] were introduced, such as the Flat-Joint model 

[14], which is today a popular model within the DEM community to simulate brittle and pseudo-

brittle materials [15] [16]. 

The present study proposes to develop and apply a homogenization approach within DEM. 

The homogenization technique is a powerful way to calculate macroscopic properties with only 

a small representative volume element but using a specific boundary condition. The main 

interest of this approach is to predict and scale up the elastic properties of multiphase materials 

taking into account their heterogeneous microstructure. In the class of the discrete numerical 

approaches, the homogenization technique was first proposed for molecular dynamics problems 

in 1981 [17], which is based on the same framework comparing to the DEM approach. 

Nevertheless, the homogenization technique applied to DEM is much less documented in the 

literature today than FEM. Especially, there are very few studies dedicated to DEM simulation 

of heterogeneous continuum media by using the homogenization technique. 

For this paper, a homogenization approach was implemented and validated by using the 

periodic homogenization technique. In the proposed technique, a representative volume 

element of a two-phase material was designed based on a face-centered cubic arrangement of 

inclusions within a matrix, combined with periodic boundary conditions (PBC). Moreover, as 

the local input parameters are different from materials apparent properties in DEM, the different 

constitutive elements were calibrated separately to reproduce the desired apparent properties.  

To validate the proposed approach, results were compared to apparent properties 

experimentally measured on model materials with simplified microstructure: two-phase and 

porous materials [5]. The produced samples of these two model materials had different 

inclusion fractions or porosities, which were compared to the proposed DEM numerical 



approach. The result of this comparison is being discussed. Also, to compare the accuracy and 

the efficiency of the proposed DEM models, the obtained results for elastic properties were 

compared to analytical HS bounds and FEM simulations, too. In the end, the stiffness tensors 

of each analytical and numerical method were calculated and compared to the DEM model. 

2 The motivation of using periodic homogenization 

within the Discrete Element Method (DEM) to 

describe the behavior of heterogenous 

microstructures 

In this section, the motivation of using periodic homogenization in DEM to describe the 

macroscopic behavior of heterogenous materials will be explained. At first, the context of 

materials with heterogeneous microstructure containing microcracks, such as refractory 

ceramics, will be introduced. Then, the limitations of FEM to simulate numerous microcracks 

will be discussed. The chosen DEM contact model to simulate microstructure (Flat-Joint 

Model) will be introduced, and the current state of homogenization technique in DEM will be 

briefly discussed. Finally, the reference two-phase model material will be introduced. 

2.1  Context of materials with heterogeneous microstructure 

containing micro-cracks 

In the context of ceramic materials currently used as refractory linings of industrial vessels 

required for the production of steel, glass, as well as cement, a high number of research works 

has pointed out that the microstructure design of refractories has a significant influence on their 

ability to sustain thermal shocks in the application. However, understanding this phenomenon 

is not an easy task due to the complex microstructures of these heterogeneous ceramic materials. 

Industrial and academic studies have then been launched to understand better how thermal 

shock resistance can be improved. Such improved resistance was first correlated to an increased 

toughness. Then, it became clear that the thermal expansion mismatch between constituents 

(large aggregates within a matrix), entailing microcracking around the aggregates, was mainly 

responsible for improved thermal shock resistance [18]. Therefore, to define the most suitable 

microstructure design, a rational experimental procedure of optimization has been considered 

working with simplified materials containing only a limited number of constituents. The target 

was to understand better the strong relationships between such complex microstructures and 

the macroscopic thermomechanical behavior of the materials. Despite their simplified 

microstructure, these model materials should exhibit a thermomechanical behavior that can 

mimic some aspects of the behavior of industrial refractories [5]. 

Beyond this experimental procedure of optimization, it is clear that numerical modeling, like 

DEM (which could simulate numerous microcracking simultaneously), can also help to build a 

better understanding of such complex phenomena. In a first step, the present work aims to 

demonstrate that such a DEM approach, based on a quasi-isotropic Representative Volume 

Element (RVE) combined with periodic homogenization, is well adapted to simulate the elastic 

behavior of two-phase and porous materials (without damage). In a second step (not presented 

here), thermal damage resulting from thermal expansion mismatch between constituents will 



be later introduced to study the effect on thermal shock resistance. The possible damage 

progression, which makes simulations much more complicated, could be thus quite easily 

introduced in the DEM model to handle the real case of heterogeneous materials. 

2.2  Limitation of FEM to represent microstructure containing 

microcracks 

As a widespread mathematical technique for solving partial differential equations, the Finite 

Element Method (FEM) is a well-known multidisciplinary numerical method for simulating 

and predicting the physical behaviors of continuum media. In particular, FEM is mostly applied 

to study the mechanical and thermomechanical behavior of materials. However, for studying 

the microstructure of materials, which contains numerous discontinuities, FEM could be 

inadequate. To solve this problem and to introduce arbitrary crack propagation, the Extended 

Finite Element Method (XFEM) was introduced by Belytschko et al. and Moës et al. in 1999 

[19] [20] [21]. Many studies about microcracks and crack propagations using XFEM can be 

cited. Souza et al., have developed a multiscale model for the transition of local cracks to the 

macrocracks by using XFEM to model cohesive zones [22]. As another example, Goyal et al. 

used XFEM to model crack propagations in an aluminum alloy in a uniaxial tensile test [23]. 

However, XFEM is not able to manage multiple crack initiation and propagation at the same 

time. 

Considering the difficulties of managing multiple crack propagation with the FEM approach, 

an alternative way is to use the DEM approach, which is more familiar for granular media but 

can present some critical advantages for modeling the fracturing process in continuous media.  

Based on a study by Sharafisafa et al., for simulation of crack propagation in the brittle 

materials, DEM could simulate realistic secondary crack branching (propagating from the main 

crack path). In contrast, the secondary cracks were not observed in XFEM models. Furthermore, 

DEM could simulate the entire process of crack initiation, propagation, and, more importantly, 

the coalescence of the fracture, but there were many difficulties to reproduce coalescence by 

XFEM reliably [24]. In another study by Hedjazi et al., for simulating crack branching in a 

dense vitreous material, it was shown that DEM results were closer to the analytical models in 

comparison to FEM, and it was more in accordance with experimental visual observation for 

crack branching in certain conditions [25].  

Simulating quantitively a continuum media with DEM is not as easy as with FEM because 

the continuum mechanics cannot be introduced directly into the DEM models. On the other 

hand, as mentioned, simulating discontinuities such as fractures or damages are more 

straightforward to reproduce in DEM frameworks because of the discrete nature of 

discontinuous phenomena [26] [27]. Therefore, this study focuses on the continuum modeling 

with DEM, which is the most challenging part. Hence, at this stage, this paper will not consider 

fracture initiation and propagation. 

2.3  DEM to model microstructure properties relationship 

using Flat-Joint Model (FJM) 

DEM numerical method was initially designed to reproduce intact rocks regarding their 

microstructure by Cundall in 1971 [8][28]. The code used in this study is the Particle Flow 

Code (PFC). PFC uses Newton’s second law and force-displacement laws at the contacts to 



calculate force and the motions of the particles [29]. At first, PFC was designed for granular 

assemblies without bonding [30]; however, in 2004, the bonded particle model (BPM) was 

introduced to its contact models [13]. By bonding particles, it was possible to simulate pseudo-

continuum media, such as intact rocks [31]. Based on the studies of Cho et al. in 2007, two 

main bond models of PFC, linear contact bond and parallel bond models were investigated. It 

was shown that these models had some limitations, namely: the tensile strength to compressive 

strength ratio was not following the laboratory tests [32]. 

In 2012, Flat-Joint Model (FJM) was introduced as one of the BPMs models in PFC [33], 

which improved the mentioned limitations. Different studies were done by using FJM to show 

its advantage over the other BPM models, for example, matching the compressive to tensile 

strength ratio to the real granite sample [34] and the perforation failure in the sandstone by 

Potyondy [14]. Considering these improvements, the FJM was chosen as the contact model for 

the present study. 

In the FJM model, the behavior of the bonded model is linear elastic until a strength limit is 

reached [29]. As the present study is only investigating the elastic behavior of undamaged two-

phase material, the fracture or debonding parameters were not included in the calibration 

process. There are eight modifiable parameters in FJM; nevertheless, as we are simulating 

undamaged materials, only three independent parameters were used here to calibrate the 

apparent behavior of the material: 

Initial gap: this parameter defines the maximum distance between two discrete elements for 

having a bonded FJM contact configuration.  

Local Young’s modulus of bond: this elastic parameter is defined as the effective elastic 

modulus at the contact. 

Local stiffness ratio of bond: this elastic parameter is defined as the ratio between the normal 

and the shear local stiffnesses. 

For this study, the normal stiffness and shear stiffness of the contacts were set based on the 

assigned deformability (using local Young’s modulus and stiffness ratio). Table 1 shows the 

list of FJM parameters that were used in this study. 

To be more explicit, the local input parameters of the contact model will be marked by ‘loc’ 

in superscript. If the parameters refer to the apparent elastic properties of the specimen, it will 

be shown by ‘ap’ in superscript. It is important to note that these different parameters should 

be calibrated in order to fit material elastic properties such as Young’s modulus or Poisson’s 

ratio. 

Table 1. The input parameters in the Flat Joint contact model. 

Parameter description Symbol Unit 

Initial gap 𝑔𝑖
𝑙𝑜𝑐 m 

Normal stiffness of bond 𝐾𝑛
𝑙𝑜𝑐

 N/m 

Shear stiffness of bond 𝐾𝑠
𝑙𝑜𝑐  N/m 

Local Young’s modulus of bond 𝐸∗𝑙𝑜𝑐  GPa 

Local stiffness ratio  

(𝑲𝒏
𝒍𝒐𝒄/𝑲𝒔

𝒍𝒐𝒄) of bond 
𝐾∗𝑙𝑜𝑐  - 

2.4  The current state of homogenization technique applies to 

DEM 

The homogenization technique was developed in 1978 by Papanicolau and Bensoussan [35]. 

This mathematical technique, coupled with numerical methods, is used for the scale transition 



of material properties from a local scale (micro) to a global scale (macro). For instance, in a 

particle-based simulation, even to upscale the behavior of a clay matrix from the nanoscale, a 

self-consistent homogenization approach could be used [36]. Homogenization had been used 

for a long time in the FEM models. However, it is relatively less popular in the DEM approach 

applied to continuum media. During the 1980s, periodic conditions were introduced for 

molecular dynamics, which is quite close to DEM, to remove the boundaries limitations by [17] 

and [37]. Later, it was proposed in DEM simulation to apply strains on specimens without 

imposing boundary effects [38]. 

In fact, there is a lack of studies for homogenization techniques within DEM, especially in a 

3D space. Therefore, the primary motivation of this paper was to implement a periodic 

homogenization technique in the DEM model for predicting the apparent elastic properties of a 

simplified microstructure, such as two-phase and porous materials. This study should be 

considered as the very first stage to validate such a homogenization technique before 

introducing crack propagations within the model.  

2.5 Description of reference (uncracked) two-phase and porous 

model materials 

The microstructures of ceramics materials are having complex couplings (for example, 

physicochemistry couplings) between aggregates and matrix, which affect different 

macroscopic properties of the material. Thus, to study the elastic properties of two-phase 

materials, it was necessary to design and produce a simplified material called “model material”. 

In such simplified materials, only the thermomechanical interactions of two solid phases are 

expected. This simplification was required in order to clearly observe the effect of increasing 

the inclusions fraction (or porosity) on the elastic macroscopic response of the materials. 

To study elastic behavior of the two-phase material regarding the inclusions fraction and 

porosity, Tessier-Doyen et al. [6] have designed and built two two-phase “model materials”: 

• Two-phase material with solid inclusions: Glass matrix with Alumina inclusions (G/A). 

This model material is made from the composition of a dense aluminosilicate glass 

matrix containing randomly distributed single-sized spherical alumina beads (with a 

mean diameter of 500 μm). The elastic properties of each phase are shown in Table 2. 

These two solid-phase materials can reproduce a simple isotropic microstructure. The 

Coefficient of Thermal Expansions (CTE) of both phases are quite close to each other 

(6.5 × 10-6 𝐾−1 for glass and 7.6 × 10-6 𝐾−1 for alumina beads). This close CTE values 

prevent microcracking or debonding between matrix and inclusions during the cooling 

down process after the sintering of this two-phase material [5]. Different samples of this 

material have been produced by varying inclusion fractions in order to observe the effect 

on the apparent elastic behavior of the material. The microstructure of this model 

material has been shown in Fig. 1 (a) for 28% of the inclusion volume fraction. 

• Porous two-phase material: Glass matrix with Pores (G/P). This material is a dense 

aluminosilicate glass matrix (the same as for G/A material) containing randomly 

distributed isolated spherical pores [5]. These pores were introduced by using pore-

forming agents without inducing any microcracks. Different samples of this material 

have been produced by varying the porosity in order to observe the effect on the apparent 

elastic behavior of the material. Nonetheless, due to experimental limitations, the 

maximum porosity was about 42%. In fact, higher values were inducing interconnected 



pores. The microstructure of this model material has been shown in Fig. 1 (b) for the 

porosity of 18%. 

 

Fig. 1. Model two-phase materials: (a) glass matrix with spherical alumina inclusions, and (b) 

glass matrix with isolated spherical pores [5]. 

Table 2. Measured properties of constituents of model two-phase materials [5]. 

 Property Measured model material property 

Matrix 

(Glass) 

Young’s modulus 78 GPa 

Poisson’s ratio 0.206 

Inclusions 

(Alumina) 

Young’s modulus 340 GPa 

Poisson’s ratio 0.240 

3 Numerical methods for homogenization applied to 

DEM 

In this section, the numerical methods and techniques which are required to apply the 

homogenization to DEM models are explained. At first, the periodic boundary conditions (PBC) 

were described. Then, a Representative Volume Elements (RVE) was chosen and built to be 

used in the periodic conditions. In order to obtain apparent properties of RVE, it was necessary 

to load the sample mechanically. Therefore, the required techniques to load the numerical 

sample and measuring the apparent properties were explained. Afterward, the calibration 

process in the PBC was explained. At the end of this section, the computational method to 

calculate RVE’s apparent stiffness tensor was introduced. 

3.1  Periodic Boundary Conditions (PBC) in the Discrete 

Element Method (DEM) 

In numerical models, periodic boundaries are often used to remove free boundary effects 

[38]. Theoretically, in a PBC applied to a DEM model, if a discrete element centroid goes 

outside the periodic boundary box, it translates back to the opposite face of the box. In order to 



ensure contacts between elements located at opposite faces (or corners) of the boundary, 

“ghost” elements are introduced [29]. The ghost elements are shown in red in Fig. 2 for a perfect 

2D square RVE. The blue square at the center of the picture is called a unit cell.  

 

Fig. 2. A square specimen in PBC (in 2D). Ghost elements and PBC borders are shown in red. 

The main RVE is in blue (only 8 copies are shown here in 2D;  

However, 26 copies should be considered in 3D). 

3.2 Creating Representative Volume Elements (RVE)  

For building the unit cell in the periodic 3D space for homogenization technique, it was 

necessary to choose a periodic microstructure arrangement that induces a low degree of 

anisotropy in order to reproduce a statistically isotropic behavior of the two-phase material (see 

section 2.5). Based on the previous studies, a Face-Centered Cubic (FCC) arrangement had 

shown a low degree of anisotropy for periodic homogenization [4]. Therefore, the FCC 

arrangement has been chosen for the present study to represent a two-phase material (matrix-

inclusion system) RVE. In Fig. 3, the matrix is shown in blue, and the inclusions are in grey. 

For creating a two-phase RVE with two different constituents, it was necessary to assign 

different contact (local) properties for the matrix and inclusions regions. As will be mentioned 

in the calibration part (see section 3.6), local values were obtained independently by going 

through the calibration process in PBC for each constituent separately. The interface properties 

(the contacts between inclusion elements and matrix elements) could be assigned as the matrix, 

the inclusions, or other desired properties. In this study, for these interface contacts, the matrix 

properties have been assigned. In other words, no particular property was given to the interface. 

In fact, in the present case for which no particular properties have been targeted for the interface 

during the processing of the model material, and thus promoting a very well bond of the glass 

matrix (by sintering) on the surface of the Alumina beads, properties of the interface could 

assume similar to the matrix. This point is also in line with the reference analytical model, the 

Hashin-Shtrikman (see section 4.1.2), which doesn’t consider any particular properties at the interface 

and only considers the intrinsic properties of the two phases with their volume fraction. The contact 

network is shown in Fig. 3 (c), where the interface contacts are specifically shown in red.  

 



 

Fig. 3. FCC arrangement: (a) and (b) numerical sample produced by around 20k discrete 

elements, and (c) the contacts among the discrete elements. 

It is noteworthy to mention that the total number of 20k discrete elements was enough for 

this RVE, considering the computation time efficiency and accuracy of results. Further detail 

about the procedure to choose the number of elements is discussed in section 4.2.2.  

The proposed study aims to compare the influence of the inclusion volume fraction on the 

apparent elastic properties of the model with an analytical model and experimental 

observations. In such a perspective, several inclusion radii were considered inside the RVEs 

(Fig. 4).  

 

Fig. 4. Inclusion fraction increase from 0% to 57% by FCC arrangement 

In the same way, to study the porosity effect, another set of RVEs was built using the same 

FCC arrangement and replacing the inclusions with voids (Fig. 5 (b)). 

 

Fig. 5. Side-by-side comparison of simulated FCC-arranged RVEs in periodic space:  

(a) two-phase material (b) porous material 



3.3  Distortion technique of PBC for applying strain to RVE 

In order to measure numerically apparent properties of RVE, it was necessary to load the 

sample mechanically. In the case of periodic boundaries, this loading should be applied with 

particular conditions named “domain distortion technique” in PFC. Initially, the concept of 

distortion of boundary conditions was introduced by Parrinello and Rahaman for molecular 

dynamics in 1981 [17]. Later, this technique was adapted to DEM simulation to apply strains 

on specimens without imposing boundary effects [38].  

In this paper, this method was used to load the RVEs by distorting the PBC in the loading 

direction while keeping the PBC shape parallelepipedic. The PBC is also distorted in the other 

directions to ensure pure loading modes (pure tension and pure/simple shear). In such a case, 

the deformation of the PBC is modeled by imposing a uniform strain-rate field over the discrete 

elements, which is coming from the equation of the motions. In addition, damping is introduced 

to minimize the dynamic effects (such as oscillations). This point has been explained more in 

detail in section 3.5. A detailed description of the distortion of PBC in PFC is described in the 

literature [39] [40].  

3.4 Measurement sphere technique to obtain global stress 

within RVE 

In this study, the discrete domain is considered as a pseudo-continuum media. However, the 

medium is still discrete, so it is impossible to calculate stress directly, as stress is a continuum 

quantity. Hence, in order to measure apparent properties during a test, such as stresses or strains, 

the “measurement sphere” technic was applied.  

The measurement sphere consists of a virtual sphere that measures a given quantity such as 

stress or strain in a specified DEM model region. It gives the average values of the assigned 

measurable quantities, such as stress tensor, strain rate, and porosity [29]. In this study, only 

the stress tensors were measured by using this technique, while the strain was computed from 

the imposed PBC strain-rate. 

To obtain the stress, an averaging procedure is used to convert local forces to a continuum 

apparent stress of the RVE. The average stress 𝜎𝑖𝑗̅̅̅̅  in a measurement region of volume V is 

computed as [41]: 

 
[�̅�] = −

1

𝑉
∑𝑭(𝑐)

𝑁𝑐

⊗𝑳(𝑐) Eq. 1 

where Nc is the number of contacts in the specified region, F(c) is the contact force vector, L(c) 

is the branch vector between the centroids of the two bodies in contact and ⊗ is the outer 

product. 

3.5  Servo-Control technique for applying uniaxial tensile test 

In this study, virtual uniaxial tensile tests were used for the macroscopic elastic parameter’s 

calibration. These uniaxial tensile tests should be performed by distorting the PBC with a 

constant small strain-rate in the direction of the loading. In PBC, this strain-controlled condition 

is applied by distorting the PBC in one direction while using the servo-control mechanism to 

distort the two other directions. In the perpendicular directions to the strain-controlled one, this 



servo-control technique ensures maintaining a small constant value of user-defined confining 

stresses during the test by distorting the PBC.  

These confining stresses within the sample are monitored continuously by using the 

measurement sphere. Then, the strain-rate is adjusted in order to keep constant these confined 

stresses at low user-defined values. For each direction, this strain rate can be computed as:  

 𝜀
.
 =  𝐺 ( 𝜎𝑡  +  𝜎𝑟 ) Eq. 2 

where, 𝜀
.
 , 𝐺,  𝜎𝑡and 𝜎𝑟 are strain rate, controller gain, the user-defined confining stresses, and 

reaction stress (coming from the response of the sample), respectively. The controller gain (G) 

is a proportional controller. The mechanism of the servo-control technique is explained more 

in detail in [29]. 

3.6  Calibration of local properties for each constituent  

FJM was successfully used for simulations of brittle and quasi-brittle materials. However, 

there is no well-defined relationship between the contact properties (the local parameters of the 

bonds between discrete elements) and the elastic properties of the material. Hence, the FJM 

requires a calibration process to assign the correct values for the contact properties to reproduce 

the desired apparent elastic properties [42][43]. As mentioned in section 2.3, the main input 

parameters for the FJM are the local Young’s modulus (𝐸∗𝑙𝑜𝑐) and the local stiffness ratio 

(𝐾∗𝑙𝑜𝑐); which must match the elastic properties of the material to the model. For an elastic 

isotropic material, the apparent Young’s modulus (𝐸𝑎𝑝) and the apparent Poisson’s ratio (νap) 

must be targeted. In addition to the mentioned parameters, the input values for the calibration 

also depend on the initial gap, the number of the discrete elements (size and/or discretization 

fineness of the model) and in some case, the sample shape. Therefore, these parameters should 

be set and fix initially before beginning the calibration process. So, as this model aimed to be 

used in the PBC, the calibration process must be done with PBC.  

The calibration process was done on a cubic sample, consists of around 20k discrete 

elements. The process of choosing this number of elements has been explained in section 4.2.2. 

The calibration of FJM contact model parameters follows a systematic approach as explained 

here step by step: 

1. Initial gap (𝑔𝑖
𝑙𝑜𝑐): Assigning a small value for the bonding gap will result in not having 

the same elastic properties in the uniaxial tensile test (tensile behavior) and in the 

uniaxial compression test (compressive behavior) which is not realistic. To simplify the 

calibration process, the value for the initial gap was defined as a fraction of the average 

discrete element diameter (ball). This fraction had to be high enough to reproduce the 

same elastic properties both in tension and compression. By testing different values for 

this fraction, the minimum value which satisfies mentioned condition was 0.4 of the 

average discrete element’s diameters.  

2. Local stiffness ratio (𝐾∗𝑙𝑜𝑐): The local stiffness ratio (𝐾∗𝑙𝑜𝑐) should be calibrated before 

the local Young’s modulus (𝐸∗𝑙𝑜𝑐), as effective local Young’s modulus, does not affect 

the apparent Poisson’s ratio (νap) [43]. Hence, in a trial and error process and by 

measuring the apparent Poisson’s ratio (νap) in the uniaxial tensile test, the local stiffness 

ratio (𝐾∗𝑙𝑜𝑐) set to a value which could produce the targeted apparent Poisson’s ratio 

(νap). 



3. Local Young’s modulus (𝐸∗𝑙𝑜𝑐): After calibrating and fixing the local stiffness ratio 

(𝐾∗𝑙𝑜𝑐), in a trial and error process and by measuring the apparent Young’s modulus 

(𝐸𝑎𝑝) in the uniaxial tensile test, the local Young’s modulus (𝐸∗𝑙𝑜𝑐) set to a value which 

could produce the targeted apparent Young’s modulus (𝐸𝑎𝑝). 

The modified proposed FJM calibration algorithm for this study was based on the algorithm 

proposed in [42] and [43]. It is summarized in Fig. 6. 

 

Fig. 6. The modified algorithm to calibrate elastic parameters of the RVE in PBC inspired by 

Vellojes et al. [42]. 

To build up the two-phase materials, firstly, it was necessary to go through the calibration 

process for each constituent separately (Glass matrix and Alumina inclusions) to reproduce 

their own apparent elastic properties. In Table 3, the input parameters and the apparent 

parameters for each pure constituent are summarized. 



Table 3. The input parameters and apparent properties of the two-phase material 

Targeted Experimental  

Material property 

FJM input  

parameter 

Simulated Apparent  

Material property 

Description Value Description Value Description Value 

Reproduce 

symmetrical elastic 

behavior in tension 

and compression 

- Initial gap (𝑔𝑖
𝑙𝑜𝑐) 

40%  

of the avg. 

balls radius 

Reproduce symmetrical 

elastic behavior in tension 

and compression 

Achieved 

Matrix 

(Glass) 

Young’s 

modulus 
78 GPa 

local Young’s 

modulus  

(𝐸∗𝑙𝑜𝑐) 
88.2 

Apparent Young’s 

modulus (𝐸𝑎𝑝) 
78 GPa 

Poisson’s 

ratio 
0.206 

local stiffness ratio 

(𝐾∗𝑙𝑜𝑐) 
5.6 

Apparent Poisson’s ratio 

(νap) 
0.2060 

Inclusions 

(Alumina)  

Young’s 

modulus 
340 GPa 

local Young’s 

modulus  

(𝐸∗𝑙𝑜𝑐) 
438.8 

Apparent Young’s 

modulus (𝐸𝑎𝑝) 
340 GPa 

Poisson’s 

ratio 
0.24 

local stiffness ratio 

(𝐾∗𝑙𝑜𝑐) 
12.1 

Apparent Poisson’s ratio 

(νap) 
0.2400 

 

It should be mentioned that with free boundary conditions (without considering the periodic 

homogenization), the geometry of the specimen influences the calibration process [44]. After 

investigation of some other geometries rather than a cube (parallelepiped two times larger in 

one direction), it should be noted that using periodic homogenization strongly limits the 

influence of the shape of the sample in the calibration process. 

3.7  Computational method of RVE’s apparent stiffness tensor  

For using the periodic homogenization technique, it was necessary to build an RVE with a 

low degree of anisotropy to match the behavior of the model materials. Therefore, the FCC 

arrangement was chosen for building the RVEs. On the other hand, the DEM is a model with a 

random spatial positioning of discrete elements which could not respect a perfect symmetry. In 

such a case, the random spatial positioning of discrete elements could lead to a certain level of 

mechanical anisotropy coming from this spatial asymmetry.  

To investigate this influence, the effective stiffness tensor of RVEs was calculated by two 

different approaches for the DEM model RVE: assuming a perfect geometrical planar symmetry 

in 3D of the sample or not. For the first case, the effective stiffness tensor of the FCC 

arrangement could be calculated as a cubic symmetry stiffness tensor [45]. For the second case, 

to investigate the impact of asymmetry, it was essential to measure the apparent elastic 

properties of RVEs in each main direction of RVE, which are shown in Fig. 7. Hence, the cubic 

symmetry assumption of the previous approach was not retained, and the orthotropic symmetry 

assumption was considered. The technical steps to calculate each of these approaches for the 

DEM models are explained in the following sections. 



 

Fig. 7. The main directions of the modeled FCC arranged RVE. 

3.7.1 Cubic symmetry assumption 

By assuming a perfect geometrical planar symmetry in 3D, it was possible to calculate the 

effective stiffness tensor with three independent elastic elements, as shown in Eq. 3. 

𝐶𝑖𝑗 =  

(

 
 
 
 

𝐶11 𝐶12 𝐶12 0 0 0

𝐶11 𝐶12 0 0 0

𝐶11 0 0 0

𝑆𝑦𝑚 𝐶44 0 0

0 𝐶44 0

0 0 𝐶44)

 
 
 
 

 

 

𝐶𝑖𝑗 =  

(

 
 
 
 

𝐸𝑎𝑝(1 − 𝑣 ) (⁄ 1 − 𝑣 − 2𝑣2) 𝐸𝑎𝑝 𝑣 (⁄ 1 − 𝑣 − 2𝑣2) 𝐸𝑎𝑝 𝑣 (⁄ 1 − 𝑣 − 2𝑣2) 0 0 0

𝐸𝑎𝑝(1 − 𝑣 ) (⁄ 1 − 𝑣 − 2𝑣2) 𝐸𝑎𝑝 𝑣 (⁄ 1 − 𝑣 − 2𝑣2) 0 0 0

𝐸𝑎𝑝(1 − 𝑣 ) (⁄ 1 − 𝑣 − 2𝑣2) 0 0 0

𝑆𝑦𝑚 𝐺𝑎𝑝 0 0

0 𝐺𝑎𝑝 0
0 0 𝐺𝑎𝑝)

 
 
 
 

 

Eq. 3 

For calculating the first two elastic elements in the cubic symmetric stiffness tensor (C11 and 

C12), it was required to measure the apparent properties, 𝐸𝑎𝑝 and νap. To measure apparent 

Young’s modulus (𝐸𝑎𝑝) a direct uniaxial tensile test was performed by distorting the PBC with 

a constant small strain-rate (Fig. 8 (a)). By using a distortion of PBC technique (section 3.3) 

and measurement sphere (section 3.4), the principal stress within the RVE was measured. Then 

by having the total applied strain, the apparent Young’s modulus (𝐸𝑎𝑝) was calculated. The 

apparent Poisson’s ratio (νap) could be obtained by measuring the perpendicular strains and by 

having the applied strain in the T direction, as shown in Fig. 8 (a), which are coming from the 

distortion of the PBC.  

For calculating the last elastic element in the cubic symmetric stiffness tensor (C44), the 

apparent shear modulus (𝐺𝑎𝑝) had to be measured. To do so, a simple shear test was performed 

by distorting the PBC with a constant small shear strain-rate, only in the S (XY) direction, as 

shown in Fig. 8 (b). At a given applied shear strain, the shear stress was calculated within the 



RVE (with respect to the loading direction) using the measurement sphere technique. By having 

the shear stress and the applied shear strain, the apparent shear modulus (𝐺𝑎𝑝) was calculated. 

It should be mentioned that, in this case, to ensure that there is no induced strain rather than 

the one in the imposed shear direction (XY) in the RVE, the servo-control mechanism in the 

main directions (X, Y and Z) were deactivated. In this way, there will be no imposed strains on 

the main directions (aimed at maintaining a certain level in the stress in the servo-control 

mechanism). 

 

Fig. 8. The schematic of mechanical tests simulation: (a) a uniaxial tensile test simulation in T 

direction on the numerical sample, and (b) a simple shear test in  

S direction on the numerical sample. 

Finally, after obtaining the apparent Young’s modulus (𝐸𝑎𝑝), Poisson’s ratio (νap) and shear 

modulus (𝐺𝑎𝑝), it was possible to use the constitutive law for cubic symmetry as noted in Eq. 

3 to calculate C11, C12, and C44 elements and build the stiffness tensor of RVE [46]. The 

calculation time for each simulation took about 5 to 8 minutes for 20k discrete elements on a 

system with Intel Core Xeon E2186M 4.0 GHz, SSD, 16 GB RAM, 12 parallel threads. 

3.7.2 Orthotropic symmetry assumption 

This time, it was assumed that there is no perfect geometrical planar symmetry in 3D due to 

the spatial randomness of the discrete elements positioning. Considering this asymmetry, the 

cubic symmetry assumption was not considered, and the same RVEs were considered 

orthotropic, with nine independent elastic coefficients and three mutually perpendicular 

symmetry planes (as noted in Eq. 4 for the theoretical orthotropic assumption). 



𝐶𝑖𝑗 =  

(

 
 
 
 

𝐶11 𝐶12 𝐶13 0 0 0

𝐶22 𝐶23 0 0 0

𝐶33 0 0 0

𝑆𝑦𝑚 𝐶44 0 0

0 𝐶55 0

0 0 𝐶66)

 
 
 
 

 

 

𝐶𝑖𝑗 =  

(

 
 
 
 
 

𝐸11
𝑎𝑝(1− 𝑣23𝑣32)𝛶 𝐸11

𝑎𝑝(𝑣21+ 𝑣31𝑣23)𝛶 𝐸11
𝑎𝑝(𝑣31 + 𝑣21𝑣32)𝛶 0 0 0

𝐸22
𝑎𝑝(1 − 𝑣13𝑣31)𝛶 𝐸22

𝑎𝑝(𝑣32 + 𝑣12𝑣31)𝛶 0 0 0

𝐸33
𝑎𝑝(1− 𝑣12𝑣21)𝛶 0 0 0

𝑆𝑦𝑚 𝐺23
𝑎𝑝 0 0

0 𝐺13
𝑎𝑝 0

0 0 𝐺12
𝑎𝑝
)

 
 
 
 
 

 

 

𝛶 =
1

1 − 𝑣12𝑣21 − 𝑣23𝑣32 − 𝑣31𝑣13 − 2𝑣21𝑣32𝑣13
 

Eq. 4 

 

For calculating the first three elastic elements of the main diagonal (C11, C22, and C33), and 

three off-diagonal symmetric elements (C12, C13, and C23), it is required to perform three 

uniaxial tensile tests on each main axes (Fig. 7). Each of these uniaxial tensile tests gave one of 

the mentioned main diagonals and one of the off-diagonal elements independently. These 

uniaxial tensile tests were performed, as explained earlier in the previous section. However, as 

mentioned in Eq. 4 for orthotropic assumption, in the case of the geometrical cubic sample, the 

Poisson’s ratio (νap) should be measured in two perpendicular directions, independently. To 

satisfy this point, in each simulation for obtaining the elements of the orthotropic matrix, the 

Poisson’s ratio (νap) was measured in the two perpendicular directions. 

Finally, for calculating the last three independent elements of the main diagonal of 

orthotropic stiffness tensor (C44, C55, and C66), the apparent shear modulus (𝐺𝑎𝑝) had to be 

measured along the three main axes. The procedure of measuring the apparent shear modulus 

(𝐺𝑎𝑝) was explained earlier in the previous section.  

After obtaining the apparent Young’s modulus (𝐸𝑎𝑝), Poisson’s ratio (νap) and shear 

modulus (𝐺𝑎𝑝), it was possible to use the constitutive law for orthotropic materials as shown in 

Eq. 4 to calculate the nine elements (C11, C22, C33, C44, C55, C66, C12, C13, and C23) and build the 

stiffness tensor of RVE. [46] 

Note that the first three diagonal components (C11, C22, C33) are related to the tension-

compression stiffness of the material in the three main directions. The last three diagonal 

components (C44, C55, C66) are related to the shear stiffness of the material. Also, the three off-

diagonal components (C12, C13, C23) are related to the extension-extension coupling. These 

relations are the same for the cubic assumption as well. 

The results of these different approaches were compared in section 4.4 to check the 

difference between the two assumptions and evaluate the influence of spatial randomness of the 

discrete elements positioning on the anisotropy degree of the RVEs. Also, in other predictive 

methods, such as most FEM models, the first approach was used; hence, it was essential to 

make a comparison between these two approaches, FEM [4] and analytical [2] models, to check 

the validity of this model. 



4 Apparent elastic properties result and discussion 

Based on the numerical techniques of the previous sections, the applications and results of 

the DEM simulations in predicting the elastic properties of two-phase and porous materials by 

using the periodic homogenization approach are presented and discussed in the following parts.  

Firstly, the reference values coming from experimental, analytical, and numerical (FEM) 

results are introduced. Later, a series of numerical investigations are carried out to refine the 

DEM periodic models. In the end, to validate the accuracy of the DEM models, Young’s 

modulus and Poisson’s ratio obtained by DEM using PBC are confronted with reference values. 

4.1 Reference values coming from experimental works 

combined with analytical and numerical (FEM) model 

To verify the proposed periodic homogenization in the DEM model for two-phase and 

porous materials, it was essential to confront the obtained results to experimental data and/or 

other predictive methods such as FEM. Firstly, a comparison is made with experimental results. 

Secondly, the results are compared to other existing methods, such as an analytical method (by 

using Hashin and Shtrikman relationships) and a numerical approach (Finite Element Method 

simulations).  

4.1.1 Experimental elastic properties of model two-phase material 

As mentioned in section 2.5, two kinds of model materials were studied: a Glass matrix with 

randomly distributed Alumina inclusions (G/A) and a Glass matrix with randomly distributed 

spherical Pores (G/P). For the material G/A, different samples were prepared in the study by 

Tessier-Doyen [6], with different inclusion fractions, as shown in Fig. 9. Similarly, for material 

G/P, various porosity values were considered. 

 

Fig. 9. Optical images of two-phase model material with different inclusion volume fractions: 

(a) 7 %, (b) 28 % and (c) 48 % [6]. 

For measuring elastic properties, these model materials were considered isotropic materials 

at the macroscopic scale. Their elastic properties, Young’s modulus, and Poisson’s ratio were 

measured by ultrasonic wave propagation technique with contact transducers. Besides, to limit 

the attenuation of the waves causing by inclusions or pores, the measurements were done in 

transmission at low frequency (1 MHz). The same technique was used for G/P materials [5] [6].  

4.1.2 Hashin and Shtrikman (HS) bounds for model two-phase and 

porous materials 

 



To predict analytically elastic properties of the two-phase or porous model materials, Hashin 

and Shtrikman (HS) model was chosen for this study [2]. This analytical predictive approach 

defines two bounds for two-phase materials: Hashin and Shtrikman upper bound (HS+) and 

Hashin and Shtrikman lower bound (HS-).  

For the G/A case, as it was mentioned in section 2.5, the inclusions are nearly four times 

stiffer than the matrix: 78 GPa for matrix and 340 GPa for the inclusions. In such a case, as 

mentioned in previous studies, Young’s modulus and Poisson’s ratio should follow the lower 

HS bond (HS-) while increasing the inclusion volume fraction [47] [6] [48] [49].  

For G/P material, which is a porous material, it is assumed that void’s bulk modulus (K) and 

shear modulus (G) is zero; therefore, the bulk modulus (K) and shear modulus (G) of the matrix 

is considered as very high in comparison to the voids. In such a case, the reference given by HS 

bounds is inversed. This means the HS upper bound (HS+) will be the analytical reference for 

the porous material, whereas HS lower bound (HS-) is zero [50] [51] [52]. 

In the HS model, the apparent Young’s modulus (𝐸𝑎𝑝) and Poisson’s ratio (νap) can be 

predicted by knowing the volume fraction of inclusions (or porosity) as well as the bulk and 

shear modulus of each constituent. The analytical relationships of the Hashin and Shtrikman 

(HS) model are shown in Table 4. These relationships are used to plot upper and lower Hashin 

and Shtrikman bounds (HS+ and HS-). 

Table 4. The main HS analytical relationships for the elastic properties of  

a two-phase material 

Property Lower Hashin and Shtrikman  

bound (HS-) 

Upper Hashin and Shtrikman bound (HS+) 

Bulk 

modulus 
𝐾𝐻𝑆− = 𝐾𝑚 +

𝑓𝑖
1

𝐾𝑖 − 𝐾𝑚
+
3(1 − 𝑓𝑖)
3𝐾𝑚 + 4𝐺𝑚

 𝐾𝐻𝑆+ = 𝐾𝑖 +
1− 𝑓𝑖

1
𝐾𝑚 −𝐾𝑖

+
3𝑓𝑖

3𝐾𝑖 + 4𝐺𝑖

 

Shear 

modulus 
𝐺𝐻𝑆− = 𝐺𝑚 +

𝑓𝑖
1

𝐺𝑖 − 𝐺𝑚
+
6(𝐾𝑚 + 2𝐺𝑚)(1 − 𝑓𝑖)
5𝐺𝑚(3𝐾𝑚 + 4𝐺𝑚)

 𝐺𝐻𝑆+ = 𝐺𝑖 +
1 − 𝑓𝑖

1
𝐺𝑚 −𝐺𝑖

+
6(𝐾𝑖 + 2𝐺𝑖)𝑓𝑖
5𝐺𝑖(3𝐾𝑖 + 4𝐺𝑖)

 

Young’s 

modulus 𝐸𝐻𝑆− =
9𝐾𝐻𝑆− ⋅ 𝐺𝐻𝑆−

3𝐾𝐻𝑆− +𝐺𝐻𝑆−
 𝐸𝐻𝑆+ =

9𝐾𝐻𝑆+ ⋅ 𝐺𝐻𝑆+

3𝐾𝐻𝑆+ + 𝐺𝐻𝑆+
 

 

Table 4 summarizes the analytical formula given by HS where fi is the volume fraction of 

inclusions, Km and Ki are bulk modulus of matrix and inclusions, Gm and Gi are shear modulus 

of matrix and inclusions. 

4.1.3 Periodic homogenization in the case of Finite Element Method 

(FEM) 

Another reference results come from the study of Grasset-Bourdel et al. [4]. The mentioned 

two-phase model materials (G/A and G/P) were modeled by finite element periodic 

homogenization. Here, the FCC arrangement is considered for the RVEs (Fig. 10) [4]. 

Therefore, both FEM and DEM models simulated the FCC arrangement that made a direct 

comparison between the FEM and DEM models possible. 



 

Fig. 10. The continuum RVEs modeled with FEM in Face-Centered Cubic (FCC) arrangement 

[4] 

4.2 Numerical investigations for producing DEM periodic 

homogenization 

To build an accurate numerical DEM model, the impact of different numerical approaches 

and techniques has been investigated. In this regard, the influence of using periodic 

homogenization technique, the impact of the number of discrete elements, and different possible 

numerical approaches to calculate experimental inclusion volume fraction (and porosity) are 

investigated. All these points are very well-documented in literature for FEM modeling, but in 

the specific case of DEM applied to continuous media, these concepts are, in fact, not well 

established yet. 

4.2.1 Periodic homogenization  

The first comparison for this study is to ensure the efficiency and the accuracy of the 

homogenization technique on the prediction of apparent elastic properties. In this aim, the 

results obtained by PBC are compared to the Free Boundary Condition (FBC), which is without 

any homogenization. As mentioned in section 4.1.2, the apparent elastic properties should 

follow: 

• the lower HS- bound in the case of G/A two-phase material; 

• the upper HS+ bound in the case of G/P porous material. 

Fig. 11 (a) and (b) are showing the simulation results of the apparent Young’s modulus 

(𝐸𝑎𝑝) and Poisson’s ratio (νap) for the different considered volume fractions of inclusions. The 

analytical Hashin and Shtrikman (HS) bounds have been calculated and plotted for comparison. 



 

Fig. 11. Comparison of PBC and FBC for (a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) 

Poisson’s ratio (νap) in the case of G/A two-phase materials  

As shown in Fig. 11 (a), the FBC model starts to deviate from the HS- lower bound, 

especially for high volume fractions of inclusion (higher than 25%). This deviation tends to the 

middle range of the HS bounds, which is in line with previous studies by another DEM code, 

GranOO1, which used randomly distributed inclusions [53]. However, the model with the 

periodic homogenization, which is used for this study, was in accordance with the theoretical 

HS- lower bound.  

 
1 https://www.granoo.org/ 



As it was shown in Fig. 11 (b), the apparent Poisson’s ratio (νap) simulations with the periodic 

homogenization are closely following the lower bound (HS-) while the model without 

homogenization is not following HS bounds. Additionally, these FBC apparent Poisson’s ratio 

results exhibit some irregularities. To explain this inaccuracy with FBC, it should be mentioned 

that, for measuring the apparent Poisson’s ratio (νap) in the simulations, uniform tensile 

displacements were applied on one of the main axes of the sample, and the strains were 

measured on the faces in perpendicular directions (for which some roughness could come from 

the spatial distribution of discrete elements). Nevertheless, a uniform strain hypothesis was used 

to compute the apparent Poisson’s ratio. This hypothesis remains questionable and may lead to 

these significant discrepancies. In the case of PBC, since the boundaries remain planar, this 

problem does not exist.  

To compare quantitatively FBC and PBC, the relative deviation of Young’s modulus 

(𝐸𝑒𝑟𝑟𝑜𝑟) and Poisson’s ratio (𝜈𝑒𝑟𝑟𝑜𝑟) from the HS- bound for each simulation has been 

calculated as follows: 

 
𝐸𝑒𝑟𝑟𝑜𝑟  =   

|𝐸𝑠𝑖𝑚𝑢  − 𝐸𝐻𝑆−| 

𝐸𝐻𝑆−
 Eq. 5 

 

 
𝜈𝑒𝑟𝑟𝑜𝑟  =   

|𝜈𝑠𝑖𝑚𝑢  −  𝜈𝐻𝑆−|

𝜈𝐻𝑆−
 Eq. 6 

Then by having relative deviation for each simulated inclusion fraction, the mean deviations 

for PBC and FBC were calculated. The mean deviation of Young’s modulus for the PBC model 

was 0.3% (min 0 % and max 0.7%), while for the FBC, it was 1.4% (min 0% and max 4.9%). 

In addition, the mean deviation for Poisson’s ratio for the PBC was 0.2% (min 0% and max 

0.4%) while for the FBC, it was 1.5% (min 0% and max 3.0%).  

Similar investigations were managed for the case of G/P porous material. Fig. 12 (a) and (b) 

are showing the simulation results of the apparent Young’s modulus (𝐸𝑎𝑝) and Poisson’s ratio 

(νap) for the different considered porosities, in this case. The analytical Hashin and Shtrikman 

(HS) bounds have also been calculated and plotted for comparison. 

 



 

Fig. 12. Comparison of PBC and FBC for (a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) 

Poisson’s ratio (νap) in the case of G/P porous materials. 

As it is shown in Fig. 12 (a), for the case of porous materials G/P, the FBC model tends 

again to deviate from the HS+ analytical reference for Young’s modulus, while the PBC model 

shows a better agreement, as previously. 

In the same way, in Fig. 12 (b), the FBC model is progressively deviating from the HS+ 

analytical reference for Poisson’s ratio, while the PBC follows the upper bound (HS+) with 

good accordance. However, in the case of porous materials, these FBC discrepancies for 

Poisson’s ratio are more significant, probably due to higher contrast between the elastic 

properties of matrix and pores.  

Again, to quantitatively compare FBC and PBC, the relative deviations from the HS+ bound 

have been calculated in the same way. 



The mean relative deviation 𝐸𝑒𝑟𝑟𝑜𝑟 for the PBC model was 4.5% (min 0% and max 13.9%), 

while for the FBC model, it was 5.8% (min 0% and max 17.3%). The mean relative deviation 

𝜈𝑒𝑟𝑟𝑜𝑟 for the PBC model was 4.9% (min 0% and max 12.0%) while for the FBC model, it was 

24.1% (min 0% and max 43.6%). 

Overall, this study demonstrates that DEM models using periodic homogenization exhibit 

much better agreement with the analytical HS bounds for both two-phase and porous materials 

than using free boundary conditions. This study highlights the interest in using PBC for 

predicting apparent elastic properties of multiphase material within the DEM frameworks. 

4.2.2 Number of discrete elements 

In this section, the number of discrete elements to build an RVE is discussed. The primary 

motivation of using the presented homogenization technique is to scale up the behavior of the 

materials from micro to macro scale. This means that the apparent properties of a heterogeneous 

material could be reproduced by only simulating a small fraction of the whole specimen. 

Compared to FEM, this advantage is even more tangible due to the high calculation cost of 

DEM simulations. In DEM, an infinite heterogeneous media could be reproduced by a relatively 

small number of discrete elements in RVEs combined with PBC. However, even in building an 

RVE, the number of discrete elements could be influential. To study this influence, FCC-

arranged RVEs have been produced with approximately 20k discrete elements, as shown in 

Fig. 13 (a), and compared to 68k discrete elements as shown in Fig. 13 (b). It is worth 

mentioning that the input parameters of 20k and 68k samples were calibrated separately. 

However, the calibrated input values were relatively close. 

For 20k discrete elements, the calculation time for each simulation took about 8 to 10 

minutes. For 68k discrete elements, the calculation time for each simulation took an average of 

6 to 7 times longer than 20k (both on a system with Intel Core Xeon E2186M 4.0 GHz, SSD, 

16 GB RAM, 12 parallel threads). The results of simulations for different numbers of DEs (20k 

and 68k) are plotted in Fig. 14. 

 

Fig. 13. RVEs with the different number of DEs and fineness:  

(a) 20k discrete elements and (b) 68k discrete elements 



 

Fig. 14. Comparison of 20k and 68k RVEs with PBC for G/A two-phase material:  

(a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) apparent Poisson’s ratio (νap). 

As shown in Fig. 14 (a), the relative deviation from Young’s modulus HS- lower bound is 

less than 1.0% for both 20k and 68k RVEs. Also, as shown in Fig. 14 (b), the relative deviation 

from Poisson’s ratio HS- lower bound is less than 0.4% for both RVEs. By considering these 

deviations, both models exhibit a very similar high accuracy in representing the apparent elastic 

behavior of two-phase materials. This means, by having the same relative accuracy, the model 

with 20k DEs is more efficient in terms of calculation performance. It emphasizes that, even 

with a relatively low number of DEs (20k DEs), the model is giving a valid response for the 

apparent elastic behavior. These results demonstrate the importance of using periodic 

homogenization for decreasing the computation time and cost by decreasing the number of DEs 

and the fineness of the models. It is a critical point in DEM models, where calculation efficiency 

is much more demanding in comparison to the other numerical methods. For this reason, the 

RVEs with 20k DEs considering PBC was mainly used in the present study. 



4.2.3 Inclusion fraction calculation 

As mentioned in section 4.1.2, for positioning and comparing the simulated results of the 

apparent elastic properties of two-phase or porous materials on the HS bounds diagrams, one 

of the influential parameters is the inclusion fraction. For precisely calculating the inclusion 

fractions of the simulated FCC arrangements of RVEs, two approaches were investigated. 

Firstly, it was calculated based on the volume of the DEs in each part (matrix and inclusion) as 

follows: 

 
𝑓𝑖
𝑉 =

∑𝑉inclu
𝐷𝐸

∑𝑉inclu
𝐷𝐸 + ∑𝑉matrix

𝐷𝐸  Eq. 7 

where 𝑓𝑖
𝑉 is the inclusion fraction calculated by volume fraction, ∑𝑉inclu

𝐷𝐸  is the total volume of 

DEs within the inclusions, and ∑𝑉matrix
𝐷𝐸  is the total volume of DEs within the matrix . With this 

formulation, the porosity between the DEs is supposed to be the same in the inclusions and in 

the matrix, allowing to simplify the porosity term from each. 

The second approach calculates the inclusion fraction by the relative number of the contacts 

in each part of the material. This means the total number of contacts within the inclusions over 

the total number of existing contacts (Eq. 8). Note that as mentioned in section 3.2, the matrix-

inclusion interface contacts were considered as a matrix-matrix contact. Therefore, the 

proposed inclusion fraction calculation is: 

 
𝑓𝑖
𝐶 =

𝑁inclu
𝐶

𝑁inclu
𝐶 +𝑁matrix

𝐶  Eq. 8 

where 𝑓𝑖
𝐶  is the inclusion fraction calculated by the number of contacts, 𝑁inclu

𝐶  is the total number 

of contacts within the inclusions, and 𝑁matrix
𝐶  is the total number of contacts within the matrix 

(including the interface contacts). 

In Fig. 15, the comparison and the accuracy of these two methods have been compared 

regarding the HS bounds. 



 

Fig. 15. Comparison of DEs volume fraction and  

contact fraction approaches for calculating inclusion fractions:  

(a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) apparent Poisson’s ratio (νap). 

As shown in Fig. 15, the calculation of the inclusion fraction by contacts is much closer to 

the HS- reference bound. The average deviation from HS- bound for the positioning of the 

apparent Young’s modulus(𝐸𝑎𝑝) by using contacts number is 0.3% (min 0% and max 0.7%) 

while this deviation reaches up to 4.7% (min 0% and max 8.4%) for the volume fraction 

approach. In the same way, for the apparent Poisson’s ratio (νap), this deviation for contacts 

number approach is 0.2% (min 0% and max 0.4%) while this deviation reaches up to for 2.6% 

(min 0% and max 4.2%) for the volume fraction approach. 

At first sight, this better accuracy of the contacts number approach could appear surprising. 

However, it should be highlighted that in DEM, the apparent materials properties are coming 

from the responses of the contacts and not from the discrete elements themselves since they are 

considered as rigid bodies. Hence, it is logical that in DEM, the most pertinent parameter to 



account for the experimental inclusion volume fraction is the contact number (and not the 

volume of the elements). 

By considering the mentioned results in Fig. 15, the contacts number approach was chosen 

later to calculate the inclusions fraction in the periodic homogenization of DEM models. 

Regarding the porosity percentage calculation in the DEM models, this approach was used by 

simply replacing the total number of the inclusion contacts (𝑁inclu
𝐶 ) with the total number of the 

deleted contacts during the building procedure of porous material RVEs.  

4.3 Young’s modulus and Poisson’s ratio obtained by DEM 

using PBC confronted with reference values 

To quantitatively ensure the validity of the proposed DEM model, the obtained results using 

the periodic homogenization have been confronted with the other reference values coming from 

experimental measurements, analytical approaches, and FEM calculations. 

4.3.1 Case 1: Stiffer inclusions  

In this section, the results of the simulation of the model material with stiffer inclusions 

(glass matrix with alumina spherical inclusions G/A) have been investigated. As mentioned 

before, theoretically, by increasing the inclusion fraction in the RVEs, the results should follow 

the lower HS bound (HS-) [47] [49] [48]. Therefore, the inclusion fraction in the DEM model 

RVEs increased as well as in the FEM model and then compared to the experimental reference 

values. Besides, both DEM and FEM models used RVEs in the FCC arrangement with periodic 

homogenization. 



 

Fig. 16. DEM periodic homogenization results  

confronted to HS bounds, FEM models, and real experimental data:  

(a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) apparent Poisson’s ratio (νap).  

As it can be seen in Fig. 16 (a), the DEM simulation using PBC and FEM periodic 

homogenization are in perfect accordance with HS lower bound (HS-). Also, the experimental 

points are following the HS lower bound too, but with a slight tendency to the middle range of 

HS bounds for the higher inclusion fractions. 

Regarding Fig. 16 (b), although the HS bounds width was small (values between 0.2 and 

0.23), the DEM model exhibits better accordance with reference HS- bound for predicting the 

apparent Poisson’s ratio, which is more coherent with the experimental results as well. 

A summary of the relative deviation of DEM using PBC, DEM using FBC, and FEM using 

PBC from HS- is shown in Table 5. 



Table 5. Summary of the relative deviations from HS- reference bound  

for DEM using PBC, DEM using FBC, and FEM using PBC 

Method Deviation of apparent Young’s modulus 

from HS- 
Deviation of apparent Poisson’s ratio  

from HS- 

Minimum Maximum Average Minimum Maximum Average 

FEM PBC 0.03%    

0.91% 0.55% 0.02%    1.49% 0.88% 

DEM PBC 0.00%   

0.73% 0.29% 0.00%   0.42% 
 

0.17% 

DEM FBC 0.00% 
 

4.91% 1.44% 0.00% 3.01% 1.48% 

 

Considering Table 5 for both apparent elastic parameters, the DEM model shows a smaller 

deviation compared to the FEM model, either mean or maximum values, especially for 

modeling the apparent Poisson’s ratio. These results highlight the potential of DEM for solving 

multiscale problems by using periodic homogenization. 

4.3.2 Case 2: Porosity effect 

In this section, the effect of porosity has been studied (glass matrix with spherical pores 

G/P). In this case, as mentioned in section 4.1.2, the HS upper bound (HS+) will be the 

analytical reference for the porous material G/P, whereas HS lower bound (HS-) is zero [50] 

[51] [52]. 



 

Fig. 17. DEM periodic homogenization results  

confronted to HS bounds, FEM models, and real experimental data: 

 (a) apparent Young’s modulus (𝐸𝑎𝑝) and (b) apparent Poisson’s ratio (νap). 

As shown in Fig. 17 (a), both DEM and FEM periodic homogenizations are in perfect 

accordance with the lower inclusion fraction values (up to 30%). It exhibits an increasingly 

small difference for higher values. On the other hand, both simulation results match with the 

tendency of the experimental values considering the discrepancy of measurements.  

In Fig. 17 (b), the DEM model shows better accordance with HS upper bound (HS+) globally 

compared to the FEM model for apparent Poisson’s ratio, which confirms the results of the 

previous section. However, both models started to deviate from HS+ for high porosities (above 

35% for FEM and above 45% for DEM). Despite the discrepancy of the experimental 

measurements (fluctuating in the range of 0.19 to 0.22 around the HS+) and the slight deviation 

for high porosity, both FEM and DEM exhibit good accordance with experimental results. A 



summary of the relative deviation of DEM using PBC, DEM using FBC, and FEM using PBC 

from HS+ is shown in Table 6. 

Table 6. Summary of the relative deviations from HS+ reference bound  

for DEM using PBC, DEM using FBC, and FEM using PBC 

Method Deviation of apparent Young’s 

modulus from  HS+ 
Deviation of apparent Poisson’s ratio 

from HS+ 

Minimum Maximum Average Minimum Maximum Average 

FEM PBC 0.00%    

11.23% 3.99% 0.05%    15.85% 6.06% 

DEM PBC 0.00%   

13.88% 4.54% 0.00%   12.05%   
4.87% 

DEM FBC 0.00%   

17.25% 5.84% 0.00% 43.64% 24.06% 

 

Simulation of the porous media by using DEM periodic homogenization results shows 

matching values with FEM simulations and experimental results. Hence, even if FEM modeling 

is well-known to predict elastic properties of porous materials [54], the DEM modeling with 

PBC can also be used to predict accurately such homogenized elastic properties. To verify 

further the proposed DEM approach, the stiffness tensors calculation will be discussed in the 

following section. 

4.4 Stiffness tensors investigations 

In this section, the apparent stiffness tensors given by DEM RVEs are investigated. As a first 

step, the potential anisotropy of the equivalent modeled media is discussed. To do so, the DEM 

model stiffness tensors were calculated by cubic and orthotropic symmetry assumptions (see 

section 3.7). Then, the stiffness tensors obtained by DEM are compared to the reference values 

coming from the HS relationships and the FEM model. To be able to compare the values, the 

inclusion fraction of 50% for the RVEs was chosen as the comparison reference for all the 

cases.  

4.4.1  Stiffness tensors obtained by cubic and  

orthotropic symmetry assumptions 

As previously explained for calculating the RVEs stiffness tensor in the DEM model, two 

different approaches were used: calculating the RVEs stiffness tensors by cubic symmetry 

assumption from Eq. 3 and orthotropic symmetry assumption from Eq. 4. A comparison was 

made between these two assumptions to reveal any potential influence of the random spatial 

positioning of discrete elements in RVEs, which could lead to a certain level of mechanical 

anisotropy coming from this asymmetry. The numerical steps for calculating the stiffness 

tensors in DEM by using PBC and distortion of the boundaries have been explained in section 

3.7. The resulting stiffness tensors are given below: 



  

Fig. 18. Stiffness tensors for DEM model in the case of the G/A with 50% inclusion: (a) cubic 

symmetry assumption, (b) orthotropic symmetry assumption. 

In order to compare these two stiffness tensors, the HS- reference will be used. By knowing 

the elastic properties of the constituents, the HS- bound elastic properties can be calculated. 

Finally, from these properties and considering an isotropic assumption, the stiffness tensor for 

the reference HS- is obtained as bellow: 

 

Fig. 19. Stiffness tensors for the G/A model two-phase material with 50% inclusion calculated 

for the reference HS-. 

Afterward, to compare to the reference HS-, the differences of Cij matrices for the DEM 

using cubic and orthotropic assumptions with the reference tensor have been calculated: 

 

Fig. 20. Differences matrices to HS- bound for DEM model:  

(a) cubic symmetry assumption (b) orthotropic symmetry assumption. 

Considering different approaches in the DEM model for calculating the stiffness tensors, as 

shown in Fig. 20 (a) and (b), the obtained stiffness tensors for both assumptions are in 

accordance. The errors between cubic symmetry tensors and the orthotropic tensors for: 

• the main diagonal elements C11, C22, C33, was less than 0.2%, 

• the main diagonal elements C44, C55, C66, was less than 0.5% and 

• the off-diagonal elements C12, C13, C23, was less than 0.6%.  

These results show that the random spatial positioning of discrete elements in RVEs had a 

minimal impact on the anisotropy of the RVE, even with a relatively low number of DEs for 

RVEs. It has shown the sufficiency of 20k DEs for RVEs in the PBC, and yet validating the 

efficiency of using periodic homogenization in DEM, for saving calculation time and resources. 



4.4.2 Stiffness tensors obtained by DEM using PBC  

confronted with reference values 

Here, the obtained values for the stiffness tensor of the DEM model are compared to the 

reference values coming from the HS- bound (in Fig. 19) and FEM numerical model. The 

obtained stiffness tensors results are shown below: 

 

Fig. 21. Stiffness tensors for the G/A model two-phase material with 50% inclusion calculated 

for (a) the DEM model, (b) the FEM model.  

FEM results from [4]  

Considering the stiffness tensors obtained by DEM (Fig. 21 (a)) and FEM (Fig. 21 (b)) and 

comparing these values with HS- reference, both numerical methods are having good 

accordance with HS-. 

For the first three diagonal components (C11, C22, C33), DEM and FEM models had excellent 

accordance with HS-, by having 0.4% and 0.1% of errors, respectively. For the last three 

diagonal components (C44, C55, C66), the FEM model showed a better agreement with HS- 

compared to the DEM model by having 3.6% error while the DEM model error was 6.8%. 

Finally, the three off-diagonal components (C12, C13, C23) in the DEM model showed better 

accordance with HS- by having 0.6% error while the FEM model has 1.7% error. 

Overall, the material stiffness tensor matrix, obtained by the DEM model and using PBC, 

showed excellent accordance with HS- values and the FEM model. It verifies the accuracy and 

efficiency of DEM models with periodic homogenization to predict the elastic properties and 

stiffness coefficients of two-phase material. 

5 Conclusions 

In this paper, the elastic properties of model two-phase and porous materials were accurately 

simulated by using a DEM numerical approach combined with a periodic homogenization 

method. In fact, the homogenization technique is usually a key point for multiscale modeling 

and reducing calculation times. Well-known in FEM, this approach is much less developed in 

DEM for continuum media. The proposed method and the associated algorithm procedures 

constitute a promising route for a better understanding of the thermomechanical behavior of 

ceramics. The first results presented here, only about elastic behavior in non-damaged 

materials, validate the DEM efficiency and demonstrate its accuracy for homogenization and 

up-scaling problems for two-phase and porous model materials. Also, this study highlights the 

importance of using periodic boundaries instead of free boundary conditions. 

The DEM periodic homogenization simulation outputs, which were used to predict and scale 

up the elastic behavior of two-phase and porous model materials, were compared and were 

validated thanks to excellent accordance with experimental results as well as other predictive 

analytical and numerical methods: 



I. Experimental results: regarding the elastic behavior of real model material with 

Alumina inclusions, the DEM simulations exhibit very good accordance with both 

Young’s modulus and Poisson’s ratio values versus the different percentage of 

inclusions. In the case of the elastic behavior of real porous model material, the DEM 

simulations also exhibit very good accordance for Young’s modulus values versus 

porosity. About Poisson’s ratio, although the experimental results were a bit scattered, 

the DEM predictions were still in acceptable accordance with experimental values. 

II. Hashin and Shtrikman bounds: for both the DEM models, either the two-phase material 

with Alumina inclusions and the porous model, Young’s modulus and Poisson’s ratio 

values exhibit excellent accordance with the HS bounds (HS- in the case of alumina 

inclusions and HS+ in the case of porous materials). This confirms the results of other 

related studies about the elastic behavior of two-phase materials with stiff inclusions in 

a soft matrix [47] [49] [48] and porous materials [3]. 

III. FEM simulation: comparison between FEM and DEM for simulating the same two-

phase and porous materials demonstrates that the DEM approach leads to closer 

predictions for the elastic properties (considering both experimental and analytical 

values as reference) in comparison to the FEM simulations. It was especially the case 

for Poisson’s ratio in two-phase and porous materials. In fact, in this case, the DEM 

approach seems to exhibit better accordance with the HS lower bound. 

Later, the stiffness tensor (Cij) of each analytical (calculated from HS- values), FEM, and 

DEM methods were calculated and compared. It appears that DEM and FEM results exhibit an 

acceptable agreement with the stiffness tensor calculated from analytical HS- values. However, 

the FEM model showed a bit better accuracy in predicting the shear stiffness than the DEM 

model. At this stage, the reason for the better prediction of FEM in the shear stiffness requires 

further dedicated studies. 

The main limitation of the present study was the time-consuming trial-and-error process for 

calibrating the DEM input parameters to reproduce the apparent properties of real materials. 

Nevertheless, this well-known drawback in DEM could be later overcome by an automated 

calibration process, for example, using a machine learning approach. 

Overall, the proposed DEM approach, combined with the periodic homogenization 

technique, leads to valid elastic properties determination for two-phase and porous model 

materials. These key results open very interesting new ways to use DEM to predict the 

thermomechanical behavior of heterogeneous ceramics containing numerous microcracks that 

could propagate simultaneously. In fact, the fracturing process and microcracking simulations 

are one of the key interests of using DEM in such a case compared to FEM. Therefore, further 

steps will simulate a simultaneous microcracking that could be induced by the thermal 

expansion mismatch between the ceramic’s constituents. This technique can thus be used to 

optimize the microstructure of refractory ceramics, aiming to improve their thermal shock 

resistance. 
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